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ABSTRACT
As a well-known semantic repository, WordNet is widely used in
many applications. However, due to costly edit and maintenance,
WordNet’s capability of keeping up with the emergence of new
concepts is poor compared with on-line encyclopedias such as Wiki-
pedia. To keep WordNet current with folk wisdom, we propose a
method to enhance WordNet automatically by merging Wikipedia
entities into WordNet, and construct an enriched ontology, named
as WorkiNet. WorkiNet keeps the desirable structure of WordNet.
At the same time, it captures abundant information from Wikipedia.
We also propose a learning approach which is able to generate a
tailor-made semantic concept collection for a given document col-
lection. The learning process takes the characteristics of the giv-
en document collection into consideration and the semantic con-
cepts in the tailor-made collection can be used as new features for
document representation. The experimental results show that the
adaptively generated feature space can outperform a static one sig-
nificantly in text mining tasks, and WorkiNet dominates WordNet
most of the time due to its high coverage.
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1. INTRODUCTION
WordNet [7] organizes terms by a variety of relations such as

synonymy, antonymy, hyponymy and meronymy. The carefully
designed structure and other characteristics make WordNet wide-
ly used in many applications [18]. However, maintaining Word-
Net with updated entries requires costly manual effort, which lim-
its its capability to keep up with the emergence of new concepts.
To enhance WordNet and keep it current, we propose a method to
merge Wikipedia entities into it and construct an enriched ontology,
named as WorkiNet.

As the largest on-line collaborative encyclopedia, Wikipedia1

provides us a huge amount of knowledge in various domains. The
compound annual growth rate of English Wikipedia is 88.4%2 from
2002 to 2010. 17 million articles (over 3.5 million in English) have
been written collaboratively by volunteers around the world. Due to
folk wisdom, Wikipedia’s ability of covering the newly-minted fact
or knowledge is excellent compared with traditional expert-edited
ontologies, such as WordNet. Take the term “Bing” as an example.
In Wikipedia it may refer to a Web Search Engine from Microsoft,
or a soft drink from UK, or others. But in WordNet this term does
not even exist. Therefore, it is reasonable and beneficial to enrich
WordNet with Wikipedia. Furthermore, it is also expected that the
enhanced ontology will perform better in text mining tasks.

Traditionally, text document representation is usually based on
the Bag of Words (BOW) approach, which represents the docu-
ments with features as weighted occurrence frequencies of individ-
ual words. This technique has several drawbacks: first, it breaks
a phrase, say “text mining”, into independent features. Second, it
maps synonymous words into different features. Third, it merges
different meanings of a polysemous word into a single feature.
These drawbacks make BOW unable to compute document simi-
larity accurately. Methods aiming at overcoming these drawbacks
can be categorized into two classes: latent semantic analysis (in-
cluding LSA [6], PLSA [10] and LDA [17]) and ontology-based
methods [12, 21]. In this paper, we focus on the later methodology.
It is observed that mapping synonyms into the same dimension can
improve the quality of similarity calculation between documents
which are described with different terms in the same synset [9].
Another kind of semantically expressive relation is hyponymy, and
sibling hyponyms are often tightly related [24]. Therefore, merging
these hyponyms can also offer useful hints for determining the sim-
ilarity between related documents. For example, if we merge “over-
lip” and “underlip” into their common hypernym “lip”, the similar-

1http://www.wikipedia.org
2http://en.wikipedia.org/wiki/Wikipedia:Size_of_Wikipedia
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ity between documents containing these three different words will
be increased.

We believe that the decision of the granularity of semantic term
representation should be adaptive when dealing with different doc-
ument collections. For instance, suppose we have two document
collections. The first one is associated with coarse granularity cat-
egories, such as sports, military, etc, while the second one’s granu-
larity is finer, such as football, basketball, etc. In the first collection,
“football” and “basketball” should be regarded as related, while in
the second one they should be regarded as unrelated. However,
most of the existing works are static [12, 29], consequently, these
methods cannot handle the above scenarios. To tackle this prob-
lem, we propose a Tailor-made Concept Representation Learning
(TCRL) model, which can learn a semantic concept collection from
an ontology according to the characteristics of a given document
collection and represent the documents adaptively.

The remainder of this paper is organized as follows. The details
of WorkiNet construction are discussed in Section 2. The TCRL
model is proposed in Section 3. Then the experimental results are
given in Section 4. The related works are reviewed in Section 5.
Finally, we conclude the paper in Section 7.

2. ENHANCED ONTOLOGY: WORKINET
Obviously, expert-edited ontologies are rather static. For exam-

ple, the maintainers update WordNet once every few years. On-
tologies of this kind have poor ability to cover new terms com-
pared with on-line encyclopedias, such as Wikipedia. We propose
a method to integrate Wikipedia’s entities into WordNet, and con-
struct an enriched ontology, named as WorkiNet.

2.1 Ontology of WordNet
Concepts are the basic components of an ontology, and repre-

sented as synonym sets. Among concepts, several semantic rela-
tions exist, such as antonymy, hyponymy(is-a), holonymy(part-of),
etc. From the document representation point of view, synonymy
and hyponymy relations are more useful. Thus they are the relations
considered in this paper. We give a formal definition of a concept:

Concept: A semantic concept π is a triple ⟨S, g,H⟩, where S is
the synonym set, g denotes the gloss, and H is the set of its hyponym
concepts. We refer to the items with π.S, π.g and π.H respectively.
A set of concepts is denoted as Π. If H is empty, π is a leaf concept.

Organized by hyponymy, the ontology has a Hierarchical Direct-
ed Acyclic Graph (HDAG) structure. A fragment of WordNet is
shown in Figure 1.

tree

ansie treeingaacacia

purple anise, 
Illicium floridanum

coralwood, coral

star anise, Illicium 

anisatum

star anise, Chinese 

anise, Illicium verum

… …

Figure 1: A fragment of WordNet structure. Each node is a
concept with its synset attached as the label.

2.2 Wikipedia
Generally speaking, Wikipedia also has a hierarchical structure.

However, because of the collaborative manner of editing and the
massive number of editors, Wikipedia’s structure is much more
complicated than that of an expert-edited ontology. Another major
difference between Wikipedia and an expert-edited ontology is that
the former’s categories are quite arbitrarily named, which makes it

difficult to match a Wikipedia category with a concept in expert-
edited ontologies accurately. To tackle this problem, we propose
a concept expansion method to integrate Wikipedia entities into an
expert-edited ontology.

For the convenience of describing our method, we first introduce
two definitions and one data structure.

Wikipedia Entity: A Wikipedia entity ϕ is a triple ⟨t, d, C⟩ de-
noting an article in Wikipedia, where t is the title, d denotes the
text description, and C is the set of categories that the article be-
longs to. We refer to the items with ϕ.t, ϕ.d and ϕ.C respectively.
Each element of C is denoted as c. The entire Wikipedia entity set
is denoted as Φ.

Category Head: In Wikipedia, each category name can be treat-
ed as a noun phrase, and its lemmatized head term is called a cat-
egory head, denoted as h.

Index of Entity to Category Head (IECH): For each ϕ, we con-
struct a forward index: ϕ→ {hi1 : fi1 , hi2 : fi2 , · · · }, where fin
means the frequency of hin appearing as a category head in all ele-
ments of ϕ.C. The lemmatized head terms are sorted in descending
order according to their frequencies.

The notations introduced above are summarized in Table 1.

Table 1: Notation used in the paper.
Notation Meaning

π A semantic concept in WordNet
π.S The synonym set of π
π.g The gloss of π
π.H The hyponym set of π
ϕ A Wikipedia entity
ϕ.t The title of ϕ
ϕ.d The description of ϕ
ϕ.C The category set of ϕ
h A category head of a Wikipedia entity
fin The frequency of hin of a Wikipedia entity

2.3 WorkiNet generation
Given a Wikipedia entity ϕ which is not in WordNet, the fol-

lowing procedure is invoked to merge it into WordNet to construct
an enhanced ontology, named as WorkiNet. The category informa-
tion in Wikipedia can be used as clues to discover the higher level
concepts. Unfortunately, the category names may not be exactly
included in WordNet. We propose a two-phase strategy to generate
higher-level concept candidates for a Wikipedia entity. After the
candidates are selected, a context matching method is proposed to
determine which candidate wins out.

2.3.1 Concept expansion
The design of our concept expansion algorithm is depicted in

Algorithm 1. Given an entity ϕ, if ϕ.t is not contained by any of
the concepts in WordNet, the concept expansion will be performed.
First a candidate set Πc which contains potential higher-level con-
cepts of ϕ is constructed. Then based on the matching score be-
tween each candidate and ϕ, the most suitable one from Πc is cho-
sen as the hypernym of ϕ.

In the generation of Πc, we employ a two-phase strategy. In
the first phase, we retrieve the elements of ϕ.C in WordNet. If a
certain concept π contains any element of ϕ.C, π will be put into
Πc. After the first phase, if Πc is empty, we proceed to the second
phase. Utilizing the data structure IECH, the set of category heads
of ϕ is obtained, denoted as {hi1 , hi2 , · · · }. Then we retrieve these
category heads in WordNet to compose Πc. In this method, the
original category names of ϕ are our first choice. If the category
names are not in WordNet, we make use of the head terms of the
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categories. For the sake of convenience, we use Πc1 and Πc2 to
represent the candidate sets generated in Phase 1 and 2 respectively.

We use a running example to illustrate how a Wikipedia entity is
processed. Consider the entity ϕ = ⟨“Windows Template Library”,
“a free software, object-oriented C++ template library ...”, {“C++
libraries”, “Free development toolkits and libraries”, “Free soft-
ware projects”, “Microsoft application programming interfaces”,
“Object-oriented programming”, “Windows-only free software”}⟩3.
Here ϕ.t=“Windows Template Library” is absent in WordNet and
no element of ϕ.C is in WordNet either. Thus Πc1 = ∅ in Phase
1. Then we turn to Phase 2. The IECH of ϕ is constructed as {li-
brary:1, toolkitslibrary:1, project: 1, interface:1, programming:1,
software:1}. Among these category heads, “software” is contained
by only one WordNet concept. And “project”, “programming”, “in-
terface”, “library” are contained by 2, 2, 4, 5 concepts respectively,
while “toolkitslibrary” is absent in WordNet. Therefore, Πc2 com-
prises the above 14 concepts.

After Πc is generated, a matching score is used to determine
which candidate is the most suitable one to be the hypernym of ϕ.
The matching score between an entity and a concept is defined as

match(ϕ, πk) ={
simT (ϕ.d, πk.g) if πk ∈ Πc1,

log (fin + 1) ∗ (simT (ϕ.d, πk.g) + 1) if πk ∈ Πc2,
(1)

where fin is the frequency of hin (hin ∈ πk.S), and the simT
function is used to calculate the similarity between two text frag-
ments, which will be discussed in detail in Section 2.3.2. Here we
calculate the similarity between the description of ϕ and the gloss
of πk. The candidate whose matching score dominates others wins
out and it is denoted as πb.

We create a new concept πϕ with πϕ.S and πϕ.g setting to be
{ϕ.t} and ϕ.d respectively. Finally, if Πc1 is not empty, πϕ is at-
tached under πb directly. Otherwise, for each category ϕ.c whose
lemmatized head term is contained in πb, we create a new concept
πψ with πψ.S = {c}. Then πϕ is attached under πψ , and πψ is
added to the hyponym set of πb.

Returning to the above running example, among the 14 candi-
dates in Πc, the concept πb = ⟨{library, program library, subroutine
library}, “(computing) a collection of standard programs...”, ∅⟩ in
WordNet wins out. Here, “library” is the head term of “C++ li-
braries” which is one of the categories of ϕ. Therefore, we create a
new concept πψ = ⟨{C++ libraries}, NULL, {πϕ}⟩, where πϕ is
generated from ϕ and equals to ⟨{Windows Template Library}, “a
free software,...”, ∅⟩. Here πϕ is in the hyponym set of πψ , which
means πϕ is attached under πψ . And πb.H becomes {πψ}, which
means πψ is attached under πb.

In this way, we integrate Wikipedia entities into WordNet and
generate the enhanced ontology WorkiNet. As mentioned above,
we only integrate the Wikipedia entities whose titles are not in
WordNet, thus the terms added into WorkiNet are guaranteed to be
new. As for polysemants, different meanings of the same word are
demonstrated in different articles with distinct titles in Wikipedia.
For example, the computer company “Apple” is demonstrated in
the article whose title is “Apple Inc”4, while the title of the corre-
sponding article of fruit “apple” is “Apple”5. Hence, we add new
meanings of existing words as well.

2.3.2 Context based concept similarity
Leacock and Chodorow [15] propose the following formula to

3http://en.wikipedia.org/wiki/Windows_Template_Library
4http://en.wikipedia.org/wiki/Apple_Inc.
5http://en.wikipedia.org/wiki/Apple

Algorithm 1: Concept expansion for WorkiNet generation
input : Wikipedia Φ, WordNet ontology O
output: The enhanced ontology WorkiNet
foreach ϕ ∈ {ϕ′|ϕ′ ∈ Φ ∧ @π(ϕ′.t ∈ π.S ∧ π ∈ O)} do

concept set Πc1 ← ∅, Πc2 ← ∅, Πb ← ∅
/* Phase 1 */
foreach c ∈ ϕ.C do

Πc1 ← Πc1
∪
{π|c ∈ π.S ∧ π ∈ O}

/* Phase 2 */
if Πc1 = ∅ then

construct IECH idx for ϕ
foreach hin ∈ idx do

Πc2 ← Πc2
∪
{π|hin ∈ π.S ∧ π ∈ O}

foreach πk ∈ Πc1
∪

Πc2 do
calculate match(ϕ, πk)

πb = argmaxπk∈Πc
1

∪
Πc

2
macth(ϕ, πk)

create πϕ, πϕ.S ← {ϕ.t}, πϕ.g ← ϕ.d

if πb ∈ Πc1 then
πb.H ← πb.H

∪
{πϕ}

else foreach c whose lemmatized head term is in πb do
create πψ , πψ.S ← {c}
πb.H ← πb.H

∪
{πψ}, πψ.H ← πψ.H

∪
{πϕ}

compute semantic similarity between two concepts:

simLC (π1, π2) = −log
len(π1, π2)

2×maxπ∈WordNet depth(π)
(2)

where len(π1, π2) is the length of the shortest path between con-
cept π1 and π2 in WordNet and depth(π) is the length of the path
from π to the root. As noted by Sussna [26], sibling-concepts with
larger depth appear to be more semantically related than the shal-
lower ones. Based on this observation, we propose the following
similarity calculation formula:

sim(π1, π2) =
log len(π1,π2)

depth(π1)+depth(π1)

log 1
2(maxπ∈WordNet depth(π)+1)

, (3)

where the denominator is for normalization.
Given a text fragment Γ, we use the positive maximum matching

method to segment Γ into different terms and each term is included
in a certain concept in the ontology. For the words absent in the
ontology, we treat each of them as a “pseudo-concept” with itself
as synset. Suppose that two text fragments Γ1 and Γ2 cover n con-
cepts in all, then they are represented as two n-dimension vectors
v1 and v2. We design a semantic matrix as follows:

SM =


s11 s12 . . . s1n
s21 s22 . . . s2n

...
...

. . .
...

sn1 sn2 . . . snn

 , (4)

where sij ={
1 if(πi = πj)
sim(πi, πj) if((ξ(πi) = 1 ∧ ξ(πj) = 1) ∧ πi ̸= πj)
0 if((ξ(πi) = 0 ∨ ξ(πj) = 0) ∧ πi ̸= πj)

in which ξ(πi) is an indicator, and takes value 1 if πi∈ WordNet,
otherwise it takes value 0. We calculate similarity between two text
fragments Γ1 and Γ2 with the following formula:

simT (Γ1,Γ2) =
v1 · SM · vT2√

v1 · SM · vT1
√

v2 · SM · vT2
. (5)

One interesting property is that when SM is set to an identity matr-
ix, simT (Γ1,Γ2) becomes the cosine similarity between v1 and v2.
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3. TAILOR-MADE CONCEPT REPRESEN-
TATION LEARNING MODEL

We design a Tailor-made Concept Representation Learning (TCR-
L) model that can adaptively generate tailor-made semantic con-
cept set for a given document collection. As shown in Figure 2,
given a document collection and an ontology such as WordNet or
WorkiNet, the algorithm learns which concepts have better capa-
bility of discriminating the documents and generates a tailor-made
collection C, which is composed of all the concepts denoted by hol-
low circles. Each concept in C is generated by aggregating several
concepts and part of their descendants. Some of the concepts in C
encapsulate all of the descendants shown in the original ontology
graph (located on the dashed line). For example, the terms in π1

are added into πa.S. Then we get a derived concept, πd1, of πa
in the collection. π2 and π3 with all the descendants of π3 in its
subtaxonomy are merged into a new concept πd2. The terms in π4

and π5 are added into πb.S and form a new concept πd3.

…

Ontology

 b

 1  2

Training 

document 
collection

Tailor-made Concept
Representation Learning

Tailor-made Semantic 
Concept Collection C

 
d3

 a

 3
 4  5

 
d1

 
d2

 c

 6  7

 6

 c

 

 

 7

Figure 2: Semantic Concept Representation Learning.

C represents a semantic summary of the given domains, and it is
generated specifically for a given document collection. As a result,
each document collection has its own tailor-made semantic concept
set. The tailor-made semantic concept set will be used as a new fea-
ture space for representing the documents. This new feature space
is more effective when a text mining task, such as classification or
clustering, is conducted on the corresponding document collection.

3.1 Concept merging
Suppose in the given document collection, the documents have

been organized in classes. To select features with good capabili-
ty of discriminating the documents in different classes, we employ
the mutual information (MI) between a term t and a class ci, de-
noted as MI(t, ci), to measure how much information the pres-
ence/absence of t contributes to make the correct class prediction
on ci. Formally:

MI(t, ci) = MI(εt, εci) =
∑
et∈{0,1}

∑
eci∈{0,1}

p(εt = et, εci = eci)log
p(εt=et,εci=eci )

p(εt=et)p(εci=eci )

(6)

where εt and εci are two random variables that take the value of
1 or 0. εt = 1 denotes the document contains term t and εt = 0
denotes the document does not contain term t. Analogously, εci =
1 denotes the document is in class ci and εci = 0 denotes the
document is not in class ci.

Suppose in the given document collection, there is no pre-defined
class information. In this case, we calculate the mutual informa-
tion between term t and an individual document di: MI(t, di) =
MI(εt, εdi). Random variable εt = 1 denotes the random select-
ed term is t and random variable εdi = 1 denotes the random term
is in document di.

To generate the tailor-made semantic concept collection, the leaf
concepts are merged into their hypernyms recursively, and an in-
dicating function is used to measure whether the merging is prof-
itable. We assume that the more unbalanced the distribution of MI
value is, the more plausible it is to add terms into the concept col-

lection. We define the indicating function I(π) based on the in-
equality of the distribution.

3.2 Indicating function
An indicating function is used to indicate whether the merging

should be performed, and it is based on the inequality of the dis-
tribution of MI values. Any effective method of measurement can
be adopted. In this paper, we design two different patterns of the
indicating function, namely, Gini coefficient based function and
entropy-based function.
3.2.1 Gini indicating function

The Gini [8] coefficient is a measure of the imparity of a dis-
tribution which is firstly proposed by Corrado Gini in 1912 and is
widely used in various fields such as economics, geography, etc.
The Gini coefficient is defined based on the Lorenz curve. Its geo-
metric significance is the proportion of the area between the Lorenz
curve of the distribution and the uniform distribution line to the area
under the uniform distribution line. The Gini coefficient ranges
from 0 to 1, and a lower value indicates a more equal distribution
while a higher one implicates more inequality. A number of formu-
las have been provided for the calculation of the Gini coefficient.
In this paper, we take the method proposed by Chotikapanich and
Griffiths [5]. Their work suggests an estimator obtained by approx-
imating the Lorenz curve with a series of linear segments.

Supposing that MI values of a particular term set τ have been
classified into M groups (for classifying task, each MI value forms
an individual group). In the next step, we get the average MI value
of each group, then sort them in ascending order. The following
information is available for the i-th group:
• The proportion of terms: pi
• Cumulative proportion of terms: ϱi = p1 + p2 + . . .+ pi
• The proportion of MIi: ϑi = piMIi∑M

j=1 pjMIj

Then the coefficient value can be calculated as:

G(τ, v) = 1 +

M∑
i=1

ϑi

pi
[(1− ϱi)

v − (1− ϱi−1)
v] (7)

where v is an inequality aversion parameter. G(τ, v) is defined for
v > 1 and is equal to the original Gini coefficient when v = 2.

The indicating function based on Gini coefficient is defined as:

I_Gini(π) =
Gini(π)∑

π′∈π.H Gini(π′)freq(π′)
(8)

where Gini(π) is defined as:
Gini(π) = G(Sgπ, v) (9)

Sgπ = π.S ∪π′∈Πd
π
π′.S, and Πdπ is the descendant set of π. And

freq(π′) is defined as:

freq(π′) =
count(Sgπ′)∑

π′
i∈π.H

count(Sg
π′
i
)
, (10)

where count(Sgπ′) is the cumulative frequency of π′ and all the
concepts in its subtaxonomy.

3.2.2 Entropy indicating function
Entropy is another common method to measure the degree of u-

niformity of a distribution. We define our entropy-based indicating
function as follows:

I_Entro(π) =

∑
π′∈π.H entr(π′)freq(π′)

entr(π)
, (11)

where entr(π) is defined as:

entr(π) = −
M∑
i=1

M̃I(Sgπ, ci) · log(M̃I(Sgπ, ci)), (12)

1247



Here, M̃I(Sgπ, ci) is a normalized MI value:

M̃I(π, ci) =
MI(π, ci)∑M
j=1 MI(π, cj)

, (13)

where M is the number of classes.
For the convenience of explanation, I_Gini and I_Entro are uni-

formly referred to as I . The larger I(π) is, the less noise is involved
when merging the hyponyms of π into π. If I(π) > θ (a profitable
threshold), the merging will be performed.

3.3 Semantic concept representation learning
algorithm

The semantic concept representation learning algorithm is sum-
marized in Algorithm 2. The key idea of the algorithm is to recur-
sively merge leaves to their parent node if the merging is profitable.
The merged node will be treated as a new leaf.

We introduce a border flag flg for each concept in the ontology.
In the beginning, flg is initialized to be false for each concept.
Then in each loop, we get the unhandled deepest leaf πl, that is,
the deepest leaf with flg of false, and locate its hypernym π.

If the merging process stops in any branch of π, the root of the
branch will be recognized as a non-leaf node. If π contains both
non-leaf and leaf hyponyms, the merging will not be performed
and flg of all the leaf hyponyms of π will be set to be true. When
all the hyponyms of π are leaves, we will check if the merging is
profitable. As long as I(π) > θ, the merging will be performed.

Primarily, we gather leaves sharing high mutual information be-
tween each other into the same subset which is known as a “cam-
p” in this paper. The camps and the remaining concepts compose
a partition of the set π.H . Ideally, we should detect the optimal
partition with the highest summation of mutual information values
in every camp. However, to obtain the optimal solution is very
costly due to the exponential number of possible subset partitions.
Therefore, a heuristic method is adopted. First for each π′

i in π.H ,
MI(π′

i, π) can be derived from Equation 6 and equals to MI(επ′
i
, επ).

The random variable επ = 1 denotes that the document contains
at least one term included in π.S, and επ′

i
is defined analogously.

Let π′
m = argmaxπ′

j∈π.H∧π′
j ̸=π

′
i
MI(π′

i, π
′
j). If MI(π′

i, π
′
m) >

MI(π′
i, π), π

′
i and π′

m will be put into the same camp. After the
camps are built, we pack each camp as a new node with flg = true
encapsulating all the concepts in it and their descendants, and at-
tach the node under π. Then we merge the remaining concepts
belonging to none of the camps and all of their descendants into π,
and set the flg value of π to be true.

As a matter of fact, the camps are designed to redivide the con-
cept set so that closely related concepts can be treated as one di-
mension. It will help the tailor-made semantic concept collection
discriminate the documents better. However, if the new nodes gen-
erated from the camps are considered as new leaves, in the next
loop, π will be recognized as non-leaf nodes and the merging pro-
cess will stop for all the ancestors of π. To make sure that the
merging process go on recursively, in the final step, π with all its
child nodes are considered as a virtual leaf with flg=false.

If the merging is not profitable, all flg of π’s leaf hyponyms will
be set to true. Then the merging process will stop for all the an-
cestors of π. To restart the merging process, a non-leaf node whose
child nodes are all leaves with flg = false should be found. Fi-
nally, C is composed of all leaves (including the members of virtual
leaves) with flg = true.

Let us return to the example illustrated in Figure 2. On the condi-
tion of MI(π2, π3) > MI(π2, πa) > MI(π1, π2), π2 and π3 are
put into the same camp. If we get MI(π1, π3) < MI(π1, π2) <
MI(π2, π3) 6 MI(π1, πa), π1 will not be included by any camp.

Then a new node πd2 is generated to encapsulate π2, π3 and all
the descendants of π3. The remaining concept π1 is merged in-
to πa to form a new concept πd1. πd1 and πd2 will be treated as
a virtual leaf. MI(π4, π5) 6 MI(π4, πb) and MI(π4, π5) 6
MI(π5, πb), because there is no camp built for πb, all the three
nodes are merged into πd3. The merging is not performed on πc
because I(πc) is less than θ. As a result, in the next loop, π con-
tains the non-leaf hyponym πc, so the merging process stops. If π6

and π7 are merged into πc, all the child nodes of π will be treated as
virtual leaves with flg=false. As long as I(π) > θ, the merging
will be performed on π recursively.

With an elaborately designed indicating function, a tailor-made
concept collection can be selected to construct a better document
representation. This selection is adaptive according to different
document collections. For example, in our experiments, the concept
πe with synset {blue sky, blue, blue air, wild blue yonder} is merged
into its grandparent concept with synset {atmosphere} for one doc-
ument collection, while it is merged into the parent concept with
synset {sky} for another. In the first case, terms in {atmosphere,
sky, mackerel sky}

∪
πe.S are treated as the same dimension. While

in the later one, “atmosphere” is separated from others, because
the grandparent concept πg = ⟨atmosphere,“the envelope of gases
surrounding any celestial body”,{“sky”}⟩ has I(πg) < θ, and the
merging is not performed.

3.4 Utilizing semantic concept for document
representation

After the tailor-made semantic concept collection C is generat-
ed, we can utilize it to represent a document with a concept-based
vector. Suppose t is a term from a particular document. If it is an
unambiguous term, we map it to the unique concept in C that con-
tains t. Otherwise, t is contained by more than one concept, and
hence we need to disambiguate it first. For each πi (t ∈ πi.S) we
calculate the similarity between t’s context and the gloss of πi ac-
cording to Equation 5. t’s context is composed of the surrounding
sentences of t and denoted as Γt, while the gloss of πi is denoted
as πi.g. Then the concept

πm = argmax
πi

simT (πi.g,Γt) (14)

is selected as the correct concept of t. After the disambiguating,
the reconstructed vectors can be applied in traditional vector space
model for text mining tasks.

To evaluate the disambiguation approach, we select 60 common-
used polysemants. On average, each of them is contained by 6.23
concepts in WordNet. We search these words in Wikipedia and
collect the corresponding articles. Each article refers to a particular
meaning of the related word. Then one article is randomly selected
for each word, and the first sentence that contains the word in the
article is extracted as the context of the word.

For instance, the term “orange” appears in 5 concepts in Word-
Net. It refers to “Orange (fruit)”, “Orange (colour)” and “Orange
(word)” in Wikipeida6. Then if we choose the meaning of orange
color, and the context will be “The colour orange occurs between
red and yellow in the visible spectrum at a wavelength of about
58 − 620 nm, and has a hue of 30◦ in HSV colour space.”7. Af-
ter disambiguating as described above, it is mapped to concept
⟨{orange, orangeness}, "orange color or pigment; any of a range
of colors between red and yellow", {reddish orange}⟩, which is the
correct meaning of the word “orange” in the context. Overall, we
achieve a disambiguation precision of 66.67% in our experiment.

6http://en.wikipedia.org/wiki/Orange
7http://en.wikipedia.org/wiki/Orange_(colour)
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Algorithm 2: Semantic Concept Representation Learning Al-
gorithm
input : the HDAG G of an ontology, a document collection
output: tailor-made semantic concept collection C
assign each concept a flag flg with false
while G has leaves with flg = false do

get the deepest leaf πl with flg=false and its hypernym π
if π has non-leaf hyponym concepts then

set_flag(π)
else if I(π) > θ then

merge_descendants(π)
else set_flag(π)

set C = {π|flg of π is true}
proc set_flag(π)
foreach π′ in π.H do

if |π′.H| = 0 then
set flg ← true for π′

proc merge_descendants(π)
create Camps
foreach π′

i in π.H do
π′
m ← argmaxπ′

j∈π.H∧π′
j ̸=π

′
i
MI(π′

i, π
′
j)

if MI(π′
i, π

′
m) > MI(π′

i, π) then
if ∃c(c ∈ Camps ∧ (π′

m ∈ c ∨ π′
i ∈ c)) then

c← c
∪
{π′

m, π′
i}

else create c← {π′
m, π′

i}
Camps← Camps

∪
{c}

if Camps ̸= ∅ then
foreach c in Camps do

create πc with flg = true
foreach πk in c do

πc.S ← πc.S
∪

Sgπk

π.H ← π.H −
∪
{πk}

π.H ← π.H
∪
{πc}

foreach π′ ∈ {π′
i|@c(c ∈ Camps ∧ π′

i ∈ c)} do
π.S ← π.S

∪
Sgπ′

π.H ← π.H −
∪
{π′}

set flg ← true for π
pack π and all nodes in π.H as a virtual leaf with flg=false

4. EXPERIMENTS

4.1 Information about data and resource
We use version 2.1 of WordNet, which contains 89,646 concepts.

The Wikipedia data used is a dump in October 2009. After elimi-
nating the articles without category information or valid article con-
tent, 2,722,437 articles are collected. Finally, 1,782,276 new leaves
are added into 12,888 WordNet concepts. 57,573 of the new leaves
are added into WordNet concepts directly and 1,724,703 of them
are added into new concepts built from the categories, which are
then attached under WordNet concepts containing the head terms
of the categories.

4.2 Case study in WorkiNet
Table 2 presents some examples about under which concept a

Wikipedia entity is attached. The entities are given in the second
column, and their expanded WordNet concepts (denoted by the cor-
responding synsets) are shown in the fourth column. The third col-
umn, “Added Category”, denotes the category of the Wikipedia en-

Table 2: Case study 1.

# Wikipedia Entity Added Cate-
gory

WordNet Concept

1 dekopon citrus, citrus fruit,
citrous fruit

2 J2EE application java platform platform
3 Proxi freeware
4 Thenar eminence hand

5 Yahoo! Meme real-time web World Wide Web,
WWW, web

6 Conditional selective information,
entropy information entropy,

7

Standard generic program, programme,
Template programming computer program,
Library computer programme

Table 3: Case study 2.

# WordNet Wikipedia Entities and
Concept category(if added)

1 black tea Golden needle tea; Nepal tea; Nilgiri tea; Tibeti;

2
thermoch-

Principle of maximum work; Heat of formation
group additivity; Isodesmic reaction; Nernst

emistry heat theorem; Exergonic reaction; Endergonic
reaction; Van’t Hoff equation; Thermochemical
equation; Thomsen-Berthelot principle

3

NEC super- SUPER-UXcomputers
Superco- IBM super- PERCS; ACS-1; IBM Roadrun-
mputer computers ner; Blue Gene; Blue Waters;

Cyclops64

tity. If the cell in “Added Category” is not empty, the Wikipedia
entity will be attached directly to category first, and then this cate-
gory is subsumed by the WordNet concept in the fourth column.

We can see that reasonable higher level concepts for the entities
are found. “J2EE application” is recognized as a software platform
and is subsumed by the WordNet concept ⟨{platform}, “the combi-
nation of a particular computer and a particular operating system”,
∅⟩. We create a new hypernym for it from its category, namely “ja-
va platform”. A Japanese fruit “dekopon”, which is a rare term and
cannot even be found in many dictionaries, is retrieved as well.

Table 3 gives some examples from another perspective to show
the consistency of the semantic meaning of the entities attached un-
der the same concept. In the first example, different kinds of black
tea are supplemented. In the second example, chemistry-related
phrases are added to “thermochemistry”. In the final one, we find
7 examples of supercomputers. All the 6 supercomputers of IB-
M supercomputers are reasonable, while SUPER-UX is actually
the version of the Unix operating system used on NEC SX archi-
tecture supercomputers. In spite of some inaccurate information,
WorkiNet still digs out quite abundant useful ontology information.

4.3 Quality evaluation of WorkiNet
For evaluation purpose, we define five grades to score the cor-

rectness of the semantic relation between a Wikipedia entity and
its hypernyms (including the category if added) in WorkiNet. Ex-
amples are given in Table 4. In Excellent and Good, the matching
quality is high, and these cases agree with people’s general knowl-
edge. In Fair, the relation between the entity and the concept is not
strong, but still reasonable. If the quality is difficult to judge, we
put it into Neutral. Finally, the wrong cases are put into Bad. Five
volunteers have been invited to conduct the evaluation. For a cer-
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tain case, each volunteer gives a score, then we average all scores
and round the average score to its nearest grade as the final result.

Table 4: Evaluation grades.
Grade Examples (Wiki entity (⇒ category)⇒WordNet
(Score) concept)

Excellent(5) Irisbus⇒bus manufacturers⇒manufacturer
producer; Guantĺćnamo Bay⇒ bay, embayment

Good(4)
The Moorcock⇒ English contract case law⇒
law, practice of law; Helpless Romantic (album)
⇒ Jon B. albums⇒ album

Fair(3) Red Fraction⇒ 2006 singles⇒ single, bingle
Services cricket team⇒Military

Neutral(2)
Log-a-Log⇒ Redwall characters⇒ character,
eccentric, type, case; Stewart v. Abend⇒ United
States Supreme Court cases⇒ sheath, case

Bad(1) Dwight Dickinson⇒1916 births⇒birth; Deferipr-
one⇒ Chelating agents⇒ agent, factor, broker

We randomly sample 300 cases and the evaluation result is giv-
en in Table 5. The overall average score is 4.26 and 80% of the
cases fall into Excellent or Good. We examine the Bad and Neu-
tral cases, and find that a main reason for the mis-attaching is that
the support of the article’s content to the most profitable head ter-
m is not dominant. Take “Dwight Dickinson⇒1916 births⇒birth”
as an example, “Dwight Dickinson” was a United States diplomat
and Navy veteran, but the entity is wrongly categorized into “1916
births” because the matching score of the intended category “offi-
cer” (the head term of the original category “United States Navy
officers”) is lower than that of “birth”. Another factor is that simT
function does not work well for some cases. “Deferiprone” is a
chelating agent, but it is wrongly connected with the concept “a-
gent, factor, broker” because the simT value of this concept is
bigger than that of any other concept that contains “agent”. Here
“agent” is the intended category head, but the WordNet concept
selected is not correct.

4.4 WordNet and WorkiNet’s performance in
text mining

We investigate whether the TCRL model can outperform a static
one by conducting experiments on clustering and classification. A
previous method denoted as “Hotho” [12] is also implemented for
conducting the comparison. In this method, each synonym set, with
a fixed number of levels of hypernyms added, is used as one di-
mension in the vector space. As shown in [12, 13], “Hotho” can
dominate BOW approach in different text mining tasks. We al-
so conduct a comparison between WorkiNet and WordNet to see
whether WorkiNet can achieve competitive performance or even
better under the TCRL model.

4.4.1 Document collections
Two data sets are used in the experiments: 20 Newsgroups (NG20)8

and TREC 2004 (TREC) data extracted from the document collec-
tion Disc 5. All the 20 groups of NG20 are used, while the biggest
10 categories are used in TREC.

4.4.2 Document classification
In this experiment, LibSVM [4] with a linear kernel is employed.

The threshold θ is set to 1.2.
Evaluation criteria. Two types of the F-measure scores are

computed, namely, macro-average and micro-average [28].
In macro-average, the precision and recall for each category ci

are calculated first, denoted as Pi and Ri. Then F-measure for ci
8http://people.csail.mit.edu/jrennie/20Newsgroups/

Table 5: Evaluation result.
Excellent Good Fair Neutral Bad

193 47 26 12 22

Table 6: Classification performance comparison.
WorkiNet WordNet

Fmi Fma Fmi Fma

NG20
Hotho .854 .748 .875 .756
Gini .881 .771 .893 .764
Entro .883 .773 .893 .764

TREC
Hotho .591 .542 .498 .450
Gini .649 .589 .604 .556
Entro .648 .588 .603 .555

is: Fi = 2PiRi
Pi+Ri

. The macro-averaged F-measure is the average of

F-measure for each category: Fma =
∑

i Fi

|C| . In micro-averaging,
F-measure is computed globally over all category decisions. The
global precision and recall are calculated as: P =

∑
i TPi∑

i (TPi+FPi)
,

R =
∑

i TPi∑
i (TPi+FNi)

, where TPi, FPi and FNi are true positive,
false positive and false negative numbers for category ci. Micro-
averaged F-measure is then computed as: Fmi = 2PR

P+R
.

Results. The classification result is given in Table 6. “Gini” and
“Entro” denote the performance of TCRL with Gini and entropy in-
dicating function respectively. We can see that TCRL outperforms
Hotho under both evaluation metrics, no matter which ontology is
used. WorkiNet performs better than WordNet in TREC but a slight
decline is found in NG20. One direct cause is that the dimension
is over reduced by TCRL when WorkiNet is employed. Too many
concepts are merged so that the capability of discriminating doc-
uments in the new feature space is weakened. The difference be-
tween the performance of WordNet and WorkiNet on NG20 is not
significant for both Fma and Fmi. It may be due to the insensitiv-
ity of NG20 to new words.

4.4.3 Document clustering
In this experiment, we run K-Means for three times on each data

set to get an average result. The adopted value of θ is 0.6.
Evaluation criteria. The purity measure is employed to evalu-

ate the clustering performance. Let G = {g1, g2, · · · } denote the
cluster set generated by K-Means, and C = {c1, c2, · · · } denote
the pre-defined clusters. To compute the purity, each gk is assigned
to the pre-defined cluster ci which is the most frequent one in gk,
then the purity is measured as:

Pur(C,G) =
1

|D|
∑
k

max
i
|gk ∩ ci|, (15)

Results. The clustering result is given in Table 7. It can be
seen that our adaptive TCRL model works better than the static
one significantly. On average, TCRL improves the results by more
than 49% for both Gini and entropy indicating function. Moreover,
WorkiNet outperforms WordNet.
4.5 Parameter analysis in TCRL

The effects of the threshold θ under different settings are shown
in Table 8, Table 9 and Table 10. “AVG” is the average value of the
results of TCRL with different θ and “SD(/100)” is the standard
deviation between these values divided by 100. We can see that in
the classification task, the TCRL model is not sensitive to θ. It is
because the number of classes is so small that the distribution is too
sparse. In the clustering, the TCRL model is a bit more sensitive,
but the difference is still inapparent. For both classification and
clustering, performances of Gini and entropy indicating function
are similar. From the values of the standard deviation, we can see
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Table 7: Clustering performance comparison.
WorkiNet WordNet

NG20
Hotho .601 .696
Gini .853 .815
Entro .852 .824

TREC
Hotho .332 .291
Gini .543 .509
Entro .547 .507

that the performance of Gini indicating function is a bit more stable
under different values of θ, especially for classification. Overall,
the TCRL model is not sensitive to θ in our experiments.

In general, WorkiNet outperforms WordNet. However, WorkiNet’s
improvement of classification in NG20 is not significant. It implies
that WorkiNet contributes little given an old data set.

Table 8: Parameter θ’s effect in classification(Gini indicating
function).

NG20 TREC

θ
Fmi Fma Fmi Fma

WD WK WD WK WD WK WD WK
Hotho .875 .854 .756 .748 .498 .591 .450 .542

0.2 .890 .876 .763 .767 .603 .626 .554 .570
0.4 .890 .876 .763 .767 .602 .628 .553 .571
0.6 .890 .876 .763 .767 .604 .626 .555 .570
0.8 .890 .881 .763 .771 .604 .631 .555 .573
1.0 .890 .881 .763 .771 .602 .649 .554 .589
1.2 .893 .881 .764 .771 .604 .649 .555 .589

AVG .891 .879 .763 .769 .603 .635 .554 .577
SD(/100) .122 .274 .041 .219 .098 1.11 .082 .936

Table 9: Parameter θ’s effect in classification(entropy indicat-
ing function).

NG20 TREC

θ
Fmi Fma Fmi Fma

WD WK WD WK WD WK WD WK
Hotho .875 .854 .756 .748 .498 .591 .450 .542

0.2 .887 .868 .759 .760 .600 .599 .551 .545
0.4 .887 .868 .759 .760 .600 .599 .551 .545
0.6 .887 .868 .759 .760 .601 .600 .552 .547
0.8 .887 .872 .759 .763 .600 .640 .551 .582
1.0 .893 .876 .764 .767 .603 .644 .554 .585
1.2 .893 .883 .764 .773 .603 .648 .555 .588

AVG .889 .873 .761 .764 .601 .622 .551 .565
SD(/100) .310 .606 .258 .527 .147 2.46 .362 2.16

5. RELATED WORK
Researchers have conducted extensive work on automatic ontol-

ogy generation and enrichment. The work in [2] extends Word-
Net with syntagmatic information by adding information about the
co-occurrence of word meaning in texts. Similar work focusing
on WordNet and Wikipedia is reported by Ruiz-Casado et al. [22].
Ponzetto and Navigli [20] present a method to link WikiTaxonomy
to WordNet which maximizes the structural overlap between Word-
Net’s taxonomy and Wikipedia’s Category by disambiguating with
WordNet hierarchy. Ferrández’s method [1] presents an algorith-
m to align FrameNet units to WordNet synsets by exploiting the
particular traits of each hierarchy.

In [27] a document-specific hierarchy is automatically extract-
ed from the text and combined with WordNet relations to build an
extended WordNet hierarchy, which is trimmed with a disambigua-
tion method. A head-modifier relation is used for the hierarchy
building. Magnini and Speranza [16] propose an approach to in-

Table 10: Parameter θ’s effect in clustering.
Gini Entropy

NG20 TREC NG20 TREC
θ WD WK WD WK WD WK WD WK

Hotho .696 .601 .291 .332 .696 .601 .29 .332
0.2 .818 .852 .511 .548 .815 .852 .502 .539
0.4 .820 .851 .510 .544 .812 .848 .510 .547
0.6 .815 .853 .509 .543 .824 .852 .507 .547
0.8 .802 .855 .508 .542 .813 .850 .509 .541
1.0 .813 .849 .508 .544 .813 .855 .511 .544
1.2 .813 .851 .501 .541 .813 .842 .507 .546

AVG .814 .852 .508 .544 .815 .850 .508 .544
SD(/100) .629 .204 .354 .242 .452 .449 .320 .335

tegrate generic and specialized wordnet-like lexical database with
plug-in relation.

YAGO [25] mainly focuses on finding the “individuals" and “facts”
from Wikipedia. The authors try to extract 14 kinds of relations,
and WordNet is utilized to help them to generate subClassOf and
means relations. In [19], the authors present a method to automat-
ically create an independent lexical ontology based on terms from
a semantic network and their ontology has a similar model with
WordNet.

As an important semantic bank, WordNet has been used to im-
prove the performance of clustering and classification. Scott and
Matwin [23] successfully integrate the WordNet resource for clas-
sification. Hotho et al. [11, 12] incorporate synonym and hypernym
as background knowledge into document representation. Sheha-
ta [24] analyzes each term at sentence-level and improves cluster-
ing using terms and the corresponding synonyms and hypernyms.
In comparison, both approaches in [12] and [24] provide static
feature analyses to all document collections, while ours agilely con-
struct semantic concept collections for different document collec-
tions according to their own characteristics. Jing et al. [14] con-
struct a term similarity matrix using WordNet to improve text clus-
tering. Their approach only uses synonyms and hyponyms, but fails
to handle polysemy. In Recupero’s work [21], two strategies, name-
ly, WordNet lexical categories (WLC) technique and WordNet on-
tology (WO) technique, are proposed to create a new vector space.

In our previous work [3], we propose two concrete methods,
namely, top-down (GBG-g) and bottom-up (GBG-s) algorithms for
document presentation. In this paper, we focus on proposing a gen-
eral framework for concept granularity learning. Compared with
merging all the descendants to their roots, the construction of camps
helps to redivide the concept set so that the granularity can be
learned more precisely and adaptively. With the general frame-
work of merging and redividing, the algorithms can be designed
to be more efficient. For instance, the camp building method and
the indicating function can be flexibly modified as long as they can
help to learn the concept granularity better.
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7. CONCLUSIONS
In this paper, we construct an enhanced ontology, WorkiNet, by

integrating the information of Wikipedia into the expert-edited on-
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tology WordNet. In general, the performance of WorkiNet in text
mining applications is very encouraging. We have also proposed an
adaptive model called TCRL to reconstruct document presentation.
The efficacy of the TCRL model is investigated in classification and
clustering, and the experimental results show that it outperforms a
static one no matter which indicating function is used.

The framework of the TCRL model offers opportunities to fur-
ther optimize the task of feature selection. Indicating functions can
be flexibly modified as long as it is effective to conduct feature se-
lection. In this paper we propose two different types of indicating
functions, and both of them perform well. And the camp building
algorithm can be further improved as well. Another possible future
direction is to further improve the accuracy of WorkiNet genera-
tion, and solve the problem of mis-attaching.
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[1] Ó. Ferrández, M. Ellsworth, R. Muñoz, and C. F. Baker.
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